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ABSTRACT Detecting blood flow in vessels is one of the most widely mentioned 

applications of ultrasonic technique in medical diagnostics. The velocity of blood flow is 

usually obtained by frequency shift of the received signal that experiences Doppler 

effect. The classical techniques, such as parametric spectral estimation, commonly have 

been employed and have shown good results when the process is stationary. In practice, 

however, the received echo signal becomes nonstationary because the streaming blood 

corpuscles have non-uniform velocities and the performance of the conventional 

methods is severely degraded.  

 

In order to improve the performance, we propose frequency estimation method using 

recursive total least squares (RTLS) with variable forgetting factor (VFF).  Recursive 

total least squares method is the modified technique of total least squares (TLS) to 

enhance adaptivity. Moreover, variable forgetting factor (VFF) is applied to handle the 

nonstationarity more efficiently. Computer simulations comparing the performance of 

this method with conventional method are described.  

 

 



0. INTRODUCTION 
Measurement of blood velocity has been in great interest among biomedical engineers. 

It is used in many medical devices since the velocity of blood is one of the important 

factors in diagnosis of the human body. Since the arterial blood flow undergoes 

pulsation, the clinical signal shows Doppler effect and the Doppler frequency varies 

with time. Several methods estimating such a Doppler signal have been presented but 

the more the signal shows nonstationarity, the worse performance of the those 

estimators becomes.  

To improve the performances in such nonstationary environment, we propose a new 

recursive total least square regressive AR algorithm with variable forgetting factor 

(VFF-RTLS-AR). This method can estimate the frequency more accurately by 

Recursive TLS (RTLS) and update the forgetting factor at each time step according to 

the signal nonstationarity. Therefore, this algorithm can adaptively cope with the 

nonstationarity and provide more accurate estimation results. 

 

 

1. ALGORITHM 
To derive the RTLS algorithm we first let the equation of the Total Least 

Square(TLS) be represented by 

rbxEA ��� )( . 

In this equation, E denotes for M*N data error matrix and r indicates observation error 

vector whose size is M*1. Then we set a goal of the algorithm to get the value of x 

which minimizes the total error given by [1]. 

F
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subject to the constraint Range(A+E). Here, �� rb
F

�  denotes the Frobenius norm. 

Then this problem can be represented as 
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W is the solution vector of the total least square method and R is the autocorrelation 

function which is nonnegative definite. W and R can be shown as,  ]|1[ TxW �
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Putting these into equation (2) we get, 
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W must be the eigenvector which corresponds to the minimum eigenvalue of R to 

satisfy equation (2). To simplify the problem, we introduce parameter P which denotes 

for the inverse matrix of autocorrelation function, R. Then the minimum eigenvector of 

R becomes the maximum eigenvector of P.  
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 denotes for the eigenvalues of P. From the procedure shown above, 

we can obtain the maximun eigenvector of P.  

 According to Matrix Inversion Lemma and introducing this variable forgetting factor 

idea, the autocorrelation matrix, R can be shown as 
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For simpler calculation, we use, Pn instead of Rn and introduce another parameter Kn:  
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Then Pn can be given as  
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Using these parameters, we can easily obtain W recursively from the condition from the 

equation (3). Finally, the parameter for AR model, x can be derived from W .  

 

 



The general method of estimating the particular frequency when the parameters of 

the AR model known is to use the power spectral density of the data signal [2]. For the 

frequency estimation of the Doppler signal, we used second-order AR model to 

evaluate the spectral shift [2]. Especially the frequency whose energy is maximum, is 

used when we use Doppler effect. It can be obtained by differentiating the power 

spectral density function with respect to frequency and setting it to zero. The acquired 

frequency value is given by 
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For the variable forgetting factor, we apply the frequently cited method in [3]. The 

overall process of getting this frequency from AR model with VFF RTLS algorithm is 

summarized in table 1. 

 

Table 1. Summery of the VFF-RTLS algorithm 
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2. EXPERIMENTS and RESULTS 
 In this experiment, we used computer simulation method. The original signal was modeled 

starting from 200Hz to 3500Hz and decreasing to 500Hz during the time period of 0.8 second. 

We used sampling frequency of 20kHz, and initial center frequency of 1kHz. Simulation result 

from the VFF RTLS algorithm proposed in this paper is compared with those from fixed 

forgetting RTLS and RLS. For RTLS and RLS, two different forgetting factors were applied as 

0.98 and 0.9.  

 

In the experiments, we use normalized bias and normalized standard deviation as the 

performance measure. The normalized bias and the normalized standard deviation are defined 

as follows. 
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The results are summarized in Table 2 and Table 3. 

 
Table 2. Normalized Bais (%) 

 
SNR RLS 0.90 RLS 0.98 VFF-RTLS 

30 dB 3.43 2.76 1.59 

20 dB 24.69 24.18 4.14 

 
 
 
 

Table 3. Normalized Standard Deviation (%) 

 SNR RLS 0.90 RLS 0.98 VFF-RTLS 

30 dB 2.29 0.57 0.44 

20 dB 12.39 5.08 5.09 

 
 
 
 
 
3. CONCLUSION 

In this paper, we proposed a new algorithm for ultrasonic doppler frequency estimation. In 

computer simulation, the proposed algorithm estimated the frequency more accurately than the 

fixed forgetting factored RLS algorithm. Moreover this algorithm also has ability to adapt the 

forgetting factor blindly. 

In conclusion, the proposed method will be a good candidate for Doppler application in 

ultrasound area. 
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