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ABSTRACT 
 
In a given sport, the performance of the athletes improves when they are supervised from an 
external perspective. In this scenario, the athlete can be supervised by a coach in order to 
achieve better results, or as a complement, it is possible to video record and analyze his 
performance afterwards. Thus, it is advantageous to develop a tool capable of performing this 
external analysis. The tool developed in this project, allows extracting and recognizing relevant 
events (i.e., periods when a greater exchange of balls occurs) based on the video of the 
athlete's sport activity, such as in the padel/tennis. The processing is done based on the audio 
extracted from the video, and is based on the extraction of patterns identifying the events, with 
the help of machine learning techniques, based on time series extracted from the sound 
waveform. At the end, statistics are performed, allowing a detailed summary of what was 
recorded in the video, giving a more comprehensive and objective perspective of the athlete's 
performance. The tool correctly identifies about 85% of the events under analysis, with some 
adjustments needed to improve the recognition process. The tests are carried out at ISEL's 
Audio and Acoustics Laboratory, LAA. 
 
 
RESUMO 
 
O desempenho de um atleta, num determinado desporto, melhora quando é acompanhado de 
uma perspetiva externa no decurso da sua atividade desportiva. Neste sentido, é vantajoso o 
desenvolvimento de uma ferramenta capaz de realizar essa análise externa. Trata-se de um 
problema de classificação binária em que o sistema deve fazer a distinção entre batidas de 
bola e ruído. Estes eventos têm uma duração típica pré-determinada e a distinção entre eles foi 
feita com base nas características Onset Detect, Root Mean Square e Spectral Flux) 
identificadas no áudio através de técnicas de aprendizagem automática. O dataset utilizado no 
processo de aprendizagem foi construído de raiz e o desequilíbrio verificado neste conjunto de 
dados foi abordado utilizando a técnica sub-amostragem. Entre os vários métodos de 
aprendizagem automática analisados, escolheu-se a rede neuronal do tipo MLP (MultiLayer 
Percepton) para realizar a discriminação entre os tipos de eventos mencionados. No final, 
através de uma aplicação web, são visualizados os resultados respeitantes aos instantes em 
que ocorrem batidas de bola, dando uma perspetiva mais abrangente e objetiva do 
desempenho do atleta. A ferramenta identifica corretamente cerca de 80% dos eventos em 
análise. Os ensaios são realizados no Laboratório de Áudio e Acústica do ISEL, LAA. 
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1. INTRODUCTION 
 
Among the various sports practiced, this work focuses on the analysis of the sport component of 
padel, in order to provide athletes and/or coaches with a complement in the course of training.  
 
The annotation of sound events in video refers to the analysis of audio extracted from a 
previously recorded video, with the objective of identifying each instant in which a tennis ball 
strike occurs. The identification of this type of event is accomplished through machine learning 
algorithms. This work analyzes only videos in indoor environment and all the processing on the 
audio will be performed in offline mode. The main contributions of this work are: 

• Building a dataset where the events (ball hits and noise) are present; 
• Building a model that allows the identification of the events referred to in the dataset; 
• Building a web application that allows you to visualize the results returned by the 

classifier. 
 
 
2. RELATED WORK 
 
The system developed in [9], focuses on the acoustic component to distinguish between 6 types 
of events in tennis matches using a convolutional neural network (CNN). The system also 
provides a tool to perform event annotation, increase the dataset and improve the quality of the 
model. The audio signal is split into 20 millisecond frames from which MFCC coefficients are 
obtained to recognize events in a human-like manner. The work presented in [10] performs 
event detection by combining visual and acoustic information obtained from basketball videos. 
The acoustic component focuses on events that could be indicators of the most important 
moments in the game, such as the sound emitted by spectators or the enthusiasm in a 
commentator's voice. This author also considers the energy level associated with the segments 
in the process of building the feature vectors. 
 
 
3. FUNDAMENTAL CONCEPTS 
 
This chapter discusses the theoretical concepts that support the work implemented in this 
project. 
 
3.1. Signal Processing Concepts 
 
In this work, the following features are extracted from audio: onset detection and root mean 
square (RMS). 
 
The Onset is divided into two components: the Onset Detect and the Spectral Flux. The first 
component corresponds to detecting the instant at which a given sound starts [1, 2]. The 
second component is to verify variations in the signal spectrum, in order to find differences 
between consecutive frames, which also allows detecting the beginning of a sound. Spectral 
flux can also be defined as a measure of how fast the spectrum of a signal varies [3]. 
 
The root mean square (RMS) refers to the average energy (intensity) concentrated in a frame 
[4]. 
 
Figure 1 is a representation of the three characteristics listed. 
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Figure 1 – Features (top and middle) and corresponding audio (bottom). 

 
 
Observing the Figure 1, we see that the peaks of the two Onset components, as well as the 
RMS correspond to the moments in the original audio where the amplitude is highest. 
 
 
3.2. Machine Learning Concepts 
 
Machine Learning (ML) is a branch of artificial intelligence that uses the analysis of (large 
volumes of) data to extract patterns and represent them in a model [5]. 
 
Dataset 
 
A dataset is a set of data used in the process of building the models generated through machine 
learning methods. 
The dataset is structured in columns and rows (table format). In the case of supervised learning 
the columns represent the features and the class. The rows always represent instances 
(examples or observations). Considering a matrix of features, X, and the corresponding vector 
of class values, y, the classification problem in question aims to obtain the function, f, such that: 
 

     𝑓(𝑋)  =  𝑦      (1) 
 
The function f(X) corresponds to a model that must receive the feature matrix and correctly 
classify each of its examples. 
 
Imbalance in the dataset occurs when the distribution of examples across classes is uneven. 
This imbalance can result in the construction of a biased model that better recognizes certain 
classes. This problem can be addressed by increasing the number of examples from the 
minority class (oversampling) or reducing the number from the majority class (undersampling) 
[6]. 
 
In padel games, the number of ball hits is much lower than the background noise, so in this 
work we will use the subsampling technique to balance the dataset. 
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Neural Networks 
 
An artificial neural network (ANN) is a framework used in machine learning methods that takes 
inspiration from human biology and the way neurons communicate with each other to 
understand perceived data [7]. 
 
A neural network is organized into layers, which are made up of units (network nodes). 
Figure 2 illustrates a neural network, where the connections between the various constituent 
nodes are delineated. A net such as the one in this figure is called a Multi Layer Perceptron 
(MLP). Between the input layer and the output layer there are one or more hidden layers. Each 
node receives the output values from the nodes of the previous layer and associates a weight to 
them that is updated throughout the learning process [8]. 
 

 
Figure 2 - Typical representation of a neural network. 

 
The output values are calculated based on an activation function that defines how the weights 
to be updated are calculated in a given layer of the network.  
 
In this work, it is intended that the neural network performs the distinction between ball hits 
(class of positives) and noise (class of negatives). 
 
 
4. APPROACH 
 
The developed system recognizes ball hits, allows to assist in the dataset building process and 
consequently in the process of improving the classifier performance. The operation of the 
system can be represented as shown in Figure 3. 
 

 
Figure 3 – Proposed event annotation system. 
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4.1. Build of Dataset 
 
The process of building the dataset is illustrated in Figure 4. 
 

 
Figura 2 – Dataset construction process.  

 
In an initial phase, the training video is segmented into one-minute-long videos. From each of 
these videos the corresponding audio is extracted. In the "Human ear annotation" phase, the 
audios are listened to and the instants in which the ball hits occur (initial sample and final 
sample of the event) are annotated (.csv files). All unannotated information is considered noise. 
 
The impact of a ball strike has an average duration of 0.5 seconds (for the set of sounds 
analysed). Therefore, in the feature extraction process, a sweep over the audio is performed 
with a time window of fixed size equal to half a second. This process is performed over several 
iterations, where in each iteration the window swipes a specific number of samples and the 
samples covered by the window are used to calculate the desired features. Also at each 
iteration the window is divided into N sample segments according to the following expression: 
 

   𝑁	 = -.-/01-/203 × 56789:/2;60-
3<81-/203

      (2) 
 
where in the equation, eventLength is the length of an event, samplingRate is the sampling 
frequency (at which the audios are obtained), and hopLength refers to the number of samples 
scrolled at each iteration of the sweep, as well as the number of samples in each segment of 
the window. Table 1 shows the values of N obtained for the various combinations of 
eventLength and hopLength. 
 
Table 1 - Values of duration (in seconds), samples and N to consider, for a samplingRate value 
equal to 44100Hz. 

eventLength	 hopLength	 N	
0.5 1024 22 
0.5 2048 11 
0.5 4096 5 

 
Figure 5 is a representation of the process of scanning over the audio to build the feature 
matrix, X. In this figure the hopLength value is equal to 2048, so at each iteration the window 
skips 2048 samples and is divided into 11 groups of 2048 samples. However, throughout the 
model building process multiples of this value can be used to see what impact they have on the 
performance of the model. 
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Figure 5 - Feature extraction process. 

After the feature extraction process, the labeling phase is performed, where the annotated 
information (classes) is joined with the information referring to the feature extraction (features). 
This step corresponds to assigning each of the examples in the feature matrix a class (ball hit or 
noise). 
 
4.2. Construction of the Classifier 
 
The construction of the model can be described using Figure 6, which broadly represents the 
phases involved in this process. 
 

 
Figure 6 - Process of building the classifier. 

 
In the phase of choosing the machine learning method, the multi-layer neural network (MLP) 
was chosen. 
 
To obtain a model that correctly identifies racket ball hits, several experiments were performed, 
changing the parameters of the neural network. Table 2 contains the results obtained for these 
experiments. A number of batches equal to 128, the binary cross-entropy error function and the 
Adam optimization algorithm were considered. All other hyper-parameters are shown in the 
table. 
 
The duration of the events (eventLength) was preset to half a second (0.5 s), so the value of N 
(in expression 2) and the number of examples in the dataset in ("Dataset Observations") 
depend on the value of hopLength ("Hop"). Each of the experiments (1 to 18) was performed by 
applying the Stratified KFold technique, which allowed to obtain 5 different models. 
 
Throughout the various experiments it was found that simpler models obtain better 
performances for data never before analyzed. 
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Of the experiments under analysis, experiment 12 was chosen, since the corresponding neural 
network is the simplest compared to the others and the hopLength value (4096) generates 
fewer clips in the web application. 
 
Table 2 - Results obtained for the various hyperparameters of the neural network and different 
datasets. 

 

 
 
 
4.3. Web Application Development 
 
As mentioned in the introduction, the application aims to allow the user to visualize the results 
returned by the chosen model and contribute to the increase of the dataset with validated 
information. 
 
In the application, the user is redirected to page 2 when selects a particular video (on the 
homepage). On this page the user can view each of the clips classified by the model, or make 
changes if he disagrees with the way the model classified them. Upon submitting the changes 
made, the user is redirected to page 3, where the changes made are visualized. These changes 
are saved in text files (.txt) and can later be added to the dataset by the user. 
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Figure 7 - Layouts of pages 2 (left) and 3 (right) of the web application. 

 
 
5. TESTING ON NEW VIDEOS 
 
To check how well the classifier performs when analyzing data with characteristics different from 
those observed in the dataset, 4 more videos (A, B, C and D) with durations between 25 and 45 
seconds were tagged. The results obtained for these videos are shown in Figures 8 and Table 
3. 
 

 
Figure 8 - Confusion matrices resulting from the classification of video A, B, C and D (from left 
to right). 
 

Table 3 - Results of the classification on videos with different characteristics. 

 
 
The results suggest that more examples with similar characteristics to the videos should be 
added in order to obtain better results in the classifier. In this sense, the tool (application) 
developed can be used to annotate more videos, add more information to the dataset, retrain 
the model and consequently improve its quality. 
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6. CONCLUSIONS 
 
The manual annotation of events is a very time consuming process. In this project we 
developed an annotation tool that allows the identification of (racket) ball strikes in padel games 
in order to overcome this problem.  
 
In the process of building the dataset, the task of creating the sliding window allowed us to 
define various values for the bounces that occur at each iteration in the scanning process. It 
was also found that different jumps produce different datasets, which allows for variability in the 
data used to train the neural network. 
 
The tests performed by varying the hyper-parameters in the neural network allowed us to verify 
that unbalanced datasets lead to the construction of models that better recognize the examples 
of the noise class than the examples of the hit class. It was also found that the use of the 
Dropout regularization technique is very effective in reducing the complexity of the model, 
allowing it to generalize more easily. 
 
The model was chosen for its simplicity and for reducing the time to be spent by the user during 
the automatic annotation of events. When classifying videos with characteristics different from 
those observed in the dataset, it was found that performance decreases. However, it is possible 
to perform annotations on these videos in order to improve the dataset and improve the quality 
of the model. 
 
This project allows us to conclude that it is possible to use machine learning techniques to 
detect events in padel games. 
 
 
FUTURE WORK 
 
The developed application already identifies some ball hits, but at this point the dataset is quite 
incomplete in terms of variability. In this sense, it would be very advantageous to use the tool to 
automatically increase the dataset. 
 
Depending on the environment where the padel sport is played (indoor or outdoor), the sound 
propagation are different. In this sense, as other approaches, it could be verified what impact 
changing the event length has on the model built, and a process of dynamically adjusting this 
parameter could be advantageous. 
 
Adding other types of events, i.e. recognizing other types of events or other types of ball hits 
could also contribute to making the application richer. 
 
The features used to extract information from the sound could be reviewed, in order to verify if 
there are features that make it easier to distinguish the events under analysis. 
 
Regarding the construction of the model, other algorithms could be used, such as the logistic 
regressor, which according to the ODM application, also classifies the ball hits with some 
robustness and CNNs. 
 
It is expected, in a future perspective, that this application will be useful in the recognition of ball 
hits. 
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