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ABSTRACT. (Arial, línea 25, tamaño 10, alineado izquierda, interlineado sencillo, max 200 words). 
 
Affective Acoustic Scene Analysis is an emerging research topic which can be framed as a 
subfield of Affective Computing, aiming at analysing an acoustic environment when it elicits 
emotions or affective states in a person from a cognitive standpoint. As part of a project to 
combat gender-based violence, where we analyse physiological variables, speech and the 
acoustic scene looking for life-threatening scenarios, we present a methodology for the analysis 
of acoustic scenes and emotions. It is derived from a use case of an unsupervised system 
where the emotional information linked to an acoustic scene emerges from the analysis of its 
acoustic events and sounds, in order to contextualise and complement the emotional 
information retrieved by other sensors or the detection of risk situations. 
 
RESUMEN.  
 
El Análisis de Escenas Acústicas Afectivas (Affective Acoustic Scene Analysis, AASA) es un 
tema de investigación emergente que puede enmarcarse como un subcampo de la 
Computación Afectiva (Affective Computing) encargado de analizar un entorno acústico cuando 
éste provoca emociones o estados afectivos en una persona desde un punto de vista cognitivo. 
En el marco de un proyecto de lucha contra la violencia de género, en el que se analizan 
variables fisiológicas, el habla y la escena acústica para detectar situaciones que pongan en 
peligro la vida de las personas, presentamos una metodología para el análisis de escenas 
acústicas y emociones. Está derivado de un caso de uso previo, que utiliza un sistema no 
supervisado en el que la información emocional vinculada a una escena acústica emerge del 
análisis de los eventos acústicos y sonidos, con el fin de contextualizar y complementar la 
información emocional capturada por otros sensores, para la detección de situaciones de 
riesgo. 
 
 
 
 

1. INTRODUCTION  

The environments or scenarios in which we find ourselves and the situations we experience can 
generate emotions in us, as for example, attending a football match can generate excitement, 
sitting in a hospital waiting room can generate nervousness, hiking in a natural park can 
produce joy and calm, and hearing steps when walking down a lonely street can generate 
anxiety. Humans capture stimuli through their senses, and emotions and human senses are 
very tightly intertwined. It is through the sight that we can appreciate a landscape or a nicely-
decorated room, through smell that we can get in the mood for eating, and the acoustics of a 
setting can make the difference between feeling comfortable in it or not. 
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The acoustics of a scene can influence our mood. In the field of Affective Computing [1], the 
branch of study of artificial intelligence that refers to the interpretation and understanding of 
human emotions, research fields are emerging regarding the affective auditory stimulus analysis 
and affective sound processing which study the emotions in sounds.    

As a consequence, the question arises as to how to analyse real-world acoustic environments 
and their effects and influence in our affect and emotions. In previous works we already 
analysed the effects of synthetically added acoustic events to stress detection in speech [2], but 
in this paper we focus on realistic events composing an acoustic scene. We define an acoustic 
scene as a scenario that consists of the combination of different audio signals such as speech, 
sounds, acoustic events and ambient noise, and we aim to study and characterise a scene with 
respect to its acoustics and the emotions it provokes in the people who are immersed in it. By 
achieving this, we could be able to extract the information related to the emotions that resides in 
the acoustic signals from an acoustic environment, what we could name as its affective acoustic 
fingerprint. 

In this work we make a brief literature overview and aim to describe a methodology to analyse 
how real-world acoustic environments can affect and influence human emotions. From the 
background of a project to combat gender-based violence, we propose a novel methodology to 
the processing of acoustic scenes to characterise them affectively, that is, regarding the 
affective state they induce. We also collect, under the Related Work section, similar studies 
under the analysis of emotions and acoustic scenes. Besides, we present a case of use of this 
methodology for the UC3M4Safety Audiovisual stimuli database [3], a database collected for 
emotion elicitation in women as part of a project to protect them against gender-based violence 
[4], [5]. We use this dataset with the objective of characterising audio clips acoustically to the 
emotion they elicit, with the ultimate goal of using them for the detection of gender-based 
violence life-threatening situations.  

The analysis of Affective Acoustic Scenes ought to be bi-directional, used both for the prediction 
of emotions and affects induced by an acoustic environment, as well as for the design of such 
acoustic scenarios with the aim of setting a mood in the subjects immersed in it. Together with 
artificial intelligence, this field can be used to generate wellbeing and calm in scenarios for the 
healthcare system, to create immersive experiences together with emotions of excitement for 
entertainment, as well as for appropriately eliciting emotions which is especially important for 
affective computing research. 

 

 

2. RELATED WORK 
 

Although some work on the relationship between acoustic scenes and emotions exists in the 
literature, it has not been collectively identified or specifically defined. There is not a single title 
or acronym, as for example with the widely known field of Speech Emotions Recognition (SER) 
where a solid corpus of work is being developed. Thus, we found related work on acoustic 
scenes and emotions under different names: Assessments of Acoustic Environments by 
Emotions, Emotions in Soundscapes [6], Emotional [Acoustic] Scene Understanding, Induced 
Emotions in Sonification [7], Evoked Emotion Recognition by General Sound Events, Sound 
Design Theory [8] or Acoustic Design of Virtual Environments [9] among others. However, 
despite the disunite and limited number of works, there is still some promising research in the 
field. Our purpose with this paper is to provide an overarching view of this subfield, collecting it 
under the term of Affective Acoustic Scenes Analysis (AASA). 

The motivation of such works in the literature is to provide machines with the ability of 
understanding what a person is experiencing from her acoustic frame of reference. This 
includes her acoustic contextual information, meaning the situation and auditory surroundings of 
the person.  

https://www.zotero.org/google-docs/?Tix21R
https://www.zotero.org/google-docs/?MOIJPW
https://www.zotero.org/google-docs/?hyJkTc
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https://www.zotero.org/google-docs/?9UZEwn
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This work [7] points out the two types of emotions associated with sounds: (1) “perceived” 
emotions, in which listeners recognize the emotions expressed by the sound, and (2) “induced” 
emotions, in which listeners feel emotions induced by the sound. Listeners may widely agree on 
the perceived emotion for a given sound, however they often do not agree about the induced 
emotion, so it is difficult to model them. The study develops machine and deep learning models 
that predict the perceived and induced emotions associated with sounds, and achieves 
moderate results concluding that predicting emotions is a difficult task but it is easier for 
perceived than for induced emotion.  

Other studies have a more theoretical approach, as for example [6] includes a thorough 
overview of the theoretical background that applies emotion theory to soundscapes in the 
context of emotions that are elicited by them. The study concludes by stating that a deeper 
understanding of emotions elicited by soundscapes and their measurability would be a 
significant step forward for research. 

2.1 Datasets 

The data used for the analysis of emotions in acoustic scenes can be either audio of realistic 
environments, audio from movie or video clips, or virtual ambiences mimicking real 
environments, among others. 

Some datasets have been captured with the aim of understanding what a person is 
experiencing from her situations and surroundings but based on the Computer Vision field. One 
example is the EMOTions In Context (EMOTIC) Dataset [10] which, in order to estimate 
emotion in the wild from visual information, it contains images with people in real environments, 
annotated with the apparent emotions both categorically (26 emotion categories) and in 
continuous dimensions (Valence, Arousal and Dominance). The work in [11] presents a 
learning-based algorithm for context-aware perceived human emotion recognition using 3 
interpretations of emotions, including the semantic context of such images, achieving better 
results than previous state-of-the-art models for the categorical emotions. 

In the field of emotions and acoustic scenes, the authors in [12] targeted sound emotion 
recognition of realistic acoustic environment conditions. They captured the Emotional Sound 
Database by selecting 390 sound clips from different areas of the daily human environment and 
modelled them using the dimensional approach in the emotional arousal and valence space, 
which were annotated by four persons instructed with the perceived emotion. Their findings 
indicate that sound perception is thus wrapped up with emotional response and affect, and they 
find spectral features to be most important as a group after individual prosodic features for 
Arousal and Valence prediction in the different sound categories. 

Another example of a database that includes sounds and emotional labels is the IADS-E 
database [13]. It contains 935 digitally recorded natural sounds common in daily life, such as 
babies crying, typing, footsteps, background music, and sound effects. The sounds in IADS-E 
are divided into ten semantic categories (containing ‘animals’, ‘people’ and ‘scenarios’ among 
others). Each sound is labelled by annotators according to the induced emotion in the affective 
dimensions of valence, arousal, or dominance/control, using the Self-Assessment Manikin and 
on three basic emotion-rating scales (happiness, sadness, and fear).  

Additionally, the Emo-Soundscapes database [14] contains 1,213 6-second audio clips labelled 
using a crowdsourcing listening experiment, and ranks the audio clips according to the 
perceived valence/arousal of the listener. This dataset allows studying soundscape emotion 
recognition and how the mixing of various soundscape recordings influences the perceived 
emotion. 

The database we used in our use case for this methodology is the UC3M Audiovisual Stimuli 
database [3]. It consists of movie clips, videos of indoors and outdoors scenarios, and video 
compilations, annotated with the perceived emotional labels according to more than 1,300 
raters by crowd-sourcing. Of such videos, 19 are categorised as fear and the 24 remaining are 
labelled with categories of other 9 discrete emotions. Separating audio from video can be used 
to create standard representations of acoustic soundscapes and emotions. 

https://www.zotero.org/google-docs/?jRFdGz
https://www.zotero.org/google-docs/?ju8pWN
https://www.zotero.org/google-docs/?jzp2nE
https://www.zotero.org/google-docs/?Jwn3YS
https://www.zotero.org/google-docs/?5CU9Nj
https://www.zotero.org/google-docs/?q3fq6v
https://www.zotero.org/google-docs/?pWWTCs
https://www.zotero.org/google-docs/?xrXLgg
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3. METHODOLOGY 

In this section we detail our proposed methodology for Affective Acoustic Scenes Analysis 
(AASA) step by step. We put forward that this is a more comprehensive alternative to the 
classical machine learning setting that extracts features from audio signals and then plugs them 
directly into a machine learning model for inference, that also facilitates interpretability and 
accountability. Figure 1 illustrates such methodology in a block diagram. 

 

Figure 1 – Block Diagram of Affective Acoustic Scene analysis methodology 

Starting on the blocks from the left, i) the first step is to use audio data, specially useful if being 
from realistic conditions or a synthetic mixture that imitates such (such as a Virtual Reality 
Environment, movie clip, realistic video game,...). Ideally, such data would be labelled according 
to affective states or emotions perceived by the users that actively listen to it. Affect labels such 
as arousal, valence or dominance, pleasure, categorical emotions and liking, could be used. 
The aim of these labels is to reflect the emotion or affective state perceived by a person that is 
immersed in such acoustic environment.  

As the next step, which could be optional, ii) an acoustic events detection or classification 
module can be applied, that identifies the acoustic events or sounds from the audio signal. Such 
module might be a pre-trained machine learning model with databases that include emotional 
labels from sounds, iii) and so a relationship or alignment between the detected sounds and 
their emotional component annotated could be found.  

Once the acoustic events or sounds have a corresponding emotional label, iv) the mapping 
between the two needs to be analysed, either in a supervised or unsupervised manner, with an 
algorithm that can evaluate the relation between the acoustic events or sounds and the 
emotional labels. This step can be performed with any pair or data-label, for instance, the 
separate acoustic events together with the whole original signal-level emotional label. Finally, v) 
an acoustic emotional fingerprint or embedding is extracted from the analysis, which condenses 
the emotional information from the analysed audio. 

3.1. Challenges 

An important challenge that arises is related to the intensity of the emotional event, that is, its 
emotional saliency. This is a biologically adaptive cue that can influence how an event is 
remembered and possibly how it is integrated in memory.  

Moreover, different sounds or acoustic environments can lead to different emotions elicited in 
the listeners based on their previous experience and the memory associations that the sounds 
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evoke. Thus, there may be a majority emotional reaction, but we should not forget the individual 
differences in each person, specifically in the case of women who have suffered or are suffering 
from gender-based violence.  

As we have already mentioned, the associative and relational memory component of an 
acoustic event can also play a role in the emotional reaction of a person. The sounds of keys 
opening a door may be a sound of joy meaning welcoming a loved person, but for a victim of 
gender-based violence it may mean that her abuser has arrived. The emotional effect can be 
completely different even though the acoustic event may be the same. Therefore, the need for a 
method that can be adapted and personalised is of paramount importance in this field with such 
a high level of subjectivity. 

3.2. Acoustic Events Detection and Classification 

As part of the block diagram represented in Fig. 1, optionally we can aim to classify the acoustic 
events occurring in the audio data available, for such, we could employ pre-trained sound event 
classification models, able to detect acoustic events or sounds. We refer to this step as optional 
because a direct analysis of the complete acoustic signal and its emotional label could be also 
performed, but we believe this step to be key to identify the acoustic events composing an audio 
signal so that our later interpretation is more transparent and direct, more explainable. 

The field of Sound Event Detection (SED) is [15] a research field of AI in which different 
approaches have been developed and used for the detection of sound events, oftentimes 
imitating the human auditory system, and including different feature sets and detection 
algorithms. An example of such algorithms is YAMNet [16], a Convolutional Neural Network 
(CNN) pre-trained on 521 classes of AudioSet [17]. This data is a large-scale collection of 
human-labelled sound clips drawn from YouTube videos. The network is ready to perform 
inference over audio files to classify occurring sound-events. YAMNet outputs are multilabel, 
and it is able to classify between 521 weak annotations of sound events.  

This sound detection can help us to emotionally characterise an audio signal, relating the 
acoustic events that appear with the emotion the audios tend to elicit, finding this relationship in 
other sound databases that have emotional sounds and labels. 

3.3 Algorithms for Sound-Emotion Mapping 

This is the core part of the methodology, an algorithm that analyses the relationship between 
acoustic events or sounds and elicited emotions. 

Somehow, we have to extract from the audio signals the most salient or relevant moments, 
which allow us to condense the information, within the audio signal, that can trigger an emotion 
in a listener. One way would be to extract audio features from the sound signal, as if the task 
were a speech emotion recognition task, for subsequent emotional classification using ML 
prediction models. 

Another type of process that can be used and which is the one we use in our use case, is the 
TF-IDF (Term Frequency - Inverse Document Frequency) algorithm. It is a statistical method 
widely applied in Information Retrieval that evaluates how relevant a word is to a document in a 
collection of documents. Taking the acoustic events as words, the audio signal as a document, 
and the whole dataset of audio signals is equivalent to the collection of documents, we obtain a 
vector of tf-idf scores per audio signal which represents the affective acoustic fingerprint of each 
potential emotional trigger of each audio. 

3.4 Acoustic Emotional Fingerprints or Embeddings 

Once we have extracted the acoustic emotional embeddings or fingerprints, they could be used 
as input for machine learning models. These can be supervised – re-using the emotional labels 
as ground truth labels, as for ML regression or classification models – or unsupervised, using 
some kind of clustering or similarity metric to be applied. We consider it is also key that the 
results could be visualised, with the help of explainability models (XAI), to verify and interpret 
the accountability of the results gathered.  

https://www.zotero.org/google-docs/?BA3CEa
https://www.zotero.org/google-docs/?mU3hbf
https://www.zotero.org/google-docs/?SxxTxd
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4. CASE OF USE 

In our use case [18] of AAS analysis, 43 audios detached from videos of the UC3M Audiovisual 
Stimuli database [3] collection are used to create a standard representation of acoustic 
information that induces certain emotions. Each video – or audio, in this case – has been 
annotated with a discrete emotion label from 10 categories by more than 50 raters via crowd-
sourcing, corresponding to the emotion that it elicits.  

The audio component contains different types of sounds – speech, music, sound effects – and 
the first step is to detach the audio from the video component. Then, to identify the acoustic 
events occurring in the audio data we employ the pre-trained sound event classification model 
YAMNet. Afterwards we make use of the TF-IDF algorithm, taking the acoustic event labels 
predicted by YAMNet as words, and the audio signals eliciting emotions as documents, where 
our dataset of audio is equivalent to the collection of documents. We obtain a vector of tf-idf 
scores per audio clip – with one value per acoustic event label – being the representation of the 
affective acoustic fingerprint, which is directly related to the emotional label. 

Finally, with the purpose of computing the similarity between each pair of affective acoustic 
fingerprints of each audio on the dataset collection for its visualisation and understanding, we 
use a similarity metric based on the cosine distance. Cosine similarity is widely used in 
information retrieval as a simple and effective way of providing a useful measurement of how 
similar two documents are likely to be, independently of the length of such documents. Thus, as 
the audios used have different lengths, we rely on this distance to measure the similarity 
between the tf-idf vectors. 

 

Figure 2 – Heatmap of cosine distance similarity between affective acoustic fingerprints, sorted 
by emotions, after removing outliers. Taken from [18] 

https://www.zotero.org/google-docs/?MSVMq7
https://www.zotero.org/google-docs/?KBQjFG
https://www.zotero.org/google-docs/?qv46KK
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Figure 3 – Heatmap of cosine distance similarity between affective acoustic fingerprints. Taken 
from [18] 

In Figure 2 we represent as a heatmap the result of computing the cosine similarity for each 
audio with its labelled emotion with respect to the rest of audio signals, with a total of 37, after 
removal of outliers. Lighter colours on the heatmap represent higher similarity, and darker 
colours show lower similarity, between the affective acoustic fingerprints. As each video aims to 
trigger a single emotion, in this manner we can understand how each audio is related to its 
emotion and also to the representation of their corresponding emotions from the rest of audios.   

We observe that similar emotions present similar coloured clusters in Figure 2, meaning that 
audios labelled with the same emotion, have a similar acoustic characterization. On Fig. 2, four 
clusters can be roughly observed: a big cluster including anger, disgust, fear, tedium and 
surprise, another cluster for joy, and another cluster for calm and tenderness, and the last one 
including hope and sadness. These four groupings are to some extent consistent with the 
similarity in the PAD space on the Valence and Arousal axes [19] of these emotions.  

Afterwards, we performed the mean of the tf-idf matrix for every audio labelled with the same 
emotion category. In that manner we can understand how each acoustic label impacts the 
categorization of each emotion. In Figure 3 we present the resulting heatmap. We observe how 
the results are promising, as similar emotions present a greater similarity between them (e. g. 
calm and tenderness), than emotions that humans categorise as more different (e. g. tedium 
and joy). In particular, the fear category lays close to the disgust and surprise labels, which 
hinders the discrimination between them if we only take into account the acoustic context. 

The relationship between fear and anger is peculiar, as contrary to what we would expect, they 
present a great similarity. This could be explained taking into account the gender bias [3], that 
states that in certain situations, people can feel different emotions to the same stimuli 
depending on their gender. This deserves further investigation. 

 

 

5. CONCLUSIONS  

In this paper we have proposed a step-by-step methodology for the analysis of acoustic 
scenarios, with events or sounds, and the perceived emotions within the scope of emotions in 

https://www.zotero.org/google-docs/?uZi2ms
https://www.zotero.org/google-docs/?wsuBIZ
https://www.zotero.org/google-docs/?KJd18Q


 
 

53º CONGRESO ESPAÑOL DE ACÚSTICA  
XII CONGRESO IBÉRICO DE ACÚSTICA 

sound research. We exemplified its use by a case of use,  representing the emotional acoustic 
fingerprints of sound clips by using the cosine similarity, the tf-idf method, the acoustic events 
classifier YAMNet and the novel multimodal UC3M Audiovisual Stimuli Dataset with favourable 
results. We recapitulate the field work although under different headings, which for future work a 
more exhaustive compilation could be made. And we opened a path for the exploration of the 
emotions that certain acoustical environments can elicit in us. The presented case of use could 
be extended to all the crowdsourcing annotated clips of the initial stage of UC3M4Safety, being 
that a total of 80 clips. 
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